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#### Abstract

We propose a new algorithm for solving the weighted histogram analysis method (WHAM) equations to estimate free energies out of a set of Monte Carlo (MC) or molecular dynamics (MD) simulations. The algorithm, based on free-energy differences, provides a more natural way of approaching the problem and improves convergence compared to the widely used direct iteration method. We also study how parameters (temperature, pressure, etc.) of the independent simulations should be chosen to optimize the accuracy of the set of free energies.
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## 1. Introduction

The multiple histogram method, also known as the weighted histogram analysis method (WHAM), is a technique for combining data from multiple Monte Carlo (MC) or molecular dynamics (MD) computer simulations to calculate thermodynamic properties as continuous functions over a wide range of values of temperature, pressure, etc. [1-3]. WHAM has proven efficient and accurate in many applications, but some questions remain as to their optimal implementation.

The questions we are concerned with in this paper are:

1. What is the most efficient method for computing the self-consistent set of free-energy parameters from the histogram data?
2. How should parameters (temperature, pressure, etc.) of the independent computer simulations be chosen to optimize the accuracy of the final results?

In Section 2, we recall the WHAM equations [1-3], and discuss the convergence of the direct iteration (DI) algorithm for solving these equations. We will then develop a more efficient approach based on the relationship of the WHAM equation to an earlier equation derived by Bennett [4]. The efficiency of these approaches turns out to be surprisingly sensitive to apparently harmless variations in the details of their implementation. We present numerical comparisons of the efficiency of the different variations and provide recommendations of the best way to proceed, depending of the number and degree of overlap of the histograms from the independent simulations.

[^0]In Section 3 we address the question of the optimum choice of overlap between neighboring histograms. Although it might seem that maximizing the overlap would be optimal, we will show that neighboring histograms should be separated by somewhat more than double their rms width.

We conclude the paper in Section 4 with recommendations for an efficient, nearly automatic implementation of the choice of simulation parameters, together with an efficient solution of the WHAM equations.

## 2. The WHAM equations and the free-energy parameters

For simplicity of notation we will only discuss the WHAM equations for the case of varying the temperature and measuring the energy in the simulations. Although WHAM can be applied to a wide variety of physical models, simulation parameters, and thermodynamic properties, all other cases can be obtained from our equations by simple analogies.

The partition function is given as a sum over the energy,

$$
\begin{equation*}
Z=\sum_{E} W(E) \exp [-\beta E], \tag{1}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ and $W(E)$ is the density of states. The free-energy is then given by

$$
\begin{equation*}
F=-\beta^{-1} \ln Z \tag{2}
\end{equation*}
$$

We will consider a set of $R$ computer simulations that have each produced a set of histograms $\left\{H_{n}(E) \mid n=1, \ldots, R\right\}$ for the distributions of energies at the inverse temperatures $\beta_{n}=1 / k_{B} T_{n}$. The WHAM equations give the best estimate for the unnormalized probability of the energy $E$ at inverse temperature $\beta$ as

$$
\begin{equation*}
P(E, \beta)=\frac{\sum_{n=1}^{R} g_{n}^{-1} H_{n}(E) \exp [-\beta E]}{\sum_{m=1}^{R} N_{m} g_{m}^{-1} \exp \left[-\beta_{m} E-f_{m}\right]}, \tag{3}
\end{equation*}
$$

where $g_{n}=1+2 \tau_{n}$ is a measure of the independence of the values of the energy for the $n$th MC simulation [5,6], $\tau_{n}$ is the correlation time, and the free-energy parameters $f_{n}=-\beta_{n} F\left(\beta_{n}\right)$ are determined by the equations

$$
\begin{equation*}
e^{f_{n}}=\sum_{E} P(E, \beta) \tag{4}
\end{equation*}
$$

Some features of these equations will prove important in applications.
It can be immediately seen that if $g_{n}=g_{1}$ for all $n$, the $g_{n}$ 's cancel out of Eq. (3). Furthermore, as the statistical accuracy of the data in the histograms improves, the values of the $g_{n}$ become less important. We can see this by considering the expectation values of the histograms

$$
\begin{equation*}
\left\langle H_{n}(E)\right\rangle=N_{n} W(E) \exp \left(-\beta_{n} E\right) / Z_{n}, \tag{5}
\end{equation*}
$$

where $W(E)$ is the density of states and $Z_{n}=\sum_{E} \exp \left(-\beta_{n} E\right)$ is the partition function at the inverse temperature $\beta_{n}$. If we substitute Eq. (5) in Eq. (3), we find that the equation is satisfied for all values of $g_{n}$. In the following discussion, we will keep the $g_{n}$ 's in the equations for those cases in which they are important.

Another property of the equations is that the values of the free-energy parameters are only determined up to an arbitrary additive constant. This means that there are only $R-1$ independent parameters.

Naturally, to obtain the absolute value of the free-energy from the WHAM equations, it is necessary to know the free-energy at some reference point, such as infinite or zero temperature.

### 2.1. Solution by direct iteration (DI)

The first numerical task in calculating the free-energy from these equations is to compute a consistent set of free-energy parameters as solutions to Eqs. (3) and (4). The obvious and most widely used choice is to begin with a guess for the values of the free-energy parameters and to iterate these equations.

The first piece of good news is that the guess can be very crude: to begin by setting all free-energy parameters to zero is almost always acceptable, if not terribly efficient.

The second piece of good news is that direct iteration is almost always sufficient when there are only a small number of histograms.

The third piece of good news is that the convergence is always exponentially rapid with the number of iterations, even for a large number of histograms.

The bad news is that even though the convergence is exponential, it is often still very slow, sometimes requiring many thousands of iterations and a great deal of computer time.

Fig. 1 shows an example of such convergence. The graph plots the absolute error on the whole set of free energies with respect to time. The absolute error $\delta$ is defined as the sum of squared differences of the calculated free-energy $f_{i}$ compared to its converged value $f_{i}^{c}$ (defined in a previous simulation when the relative error between successive free-energy differences was less than $10^{-12}$ )


Fig. 1. Convergence of the absolute error made on the set of free energies, using the DI method introduced in [1]. The graph shows the convergence of free energies for a 2D Ising model (lattice size $L=32$ ) with 14 simulations which cover the whole temperature range (solid line) and 40 simulations in the same range (dashed line). In the 14 -temperature system, temperatures were separated by an amount of $2.5 \sigma$, where $\sigma$ is the second moment of the energy distribution of a simulation. This corresponds to the optimal separation between histograms proposed in this paper (see Section 3).

$$
\begin{equation*}
\delta^{2}=\sum_{i}\left(f_{i}-f_{i}^{c}\right)^{2} \tag{6}
\end{equation*}
$$

A simple 2D Ising model with lattice size of $L=32$ took around 1 min on a single laptop processor to converge the absolute error below $10^{-8}$ for a set of 14 temperatures that spanned the whole temperature range. When a different set of 40 temperatures was used to cover the same range, convergence took more than 4 min .

As we will show in this paper, the overlap between histograms has a strong influence on the error made on the calculation of free energies.

Various approaches to speeding up the direct iteration method have been suggested. In particular, Alan Ferrenberg has developed some interesting methods in his thesis [7]. Unfortunately, even with these techniques convergence remains slow in many problems of interest.

### 2.2. Nearest-neighbor histograms

To make further progress in developing faster convergence techniques, we will focus our attention on the differences in the free-energy parameters of neighboring histograms, rather than the parameters themselves. Once these differences are found, the full set of free energies is obtained by simple addition, up to the usual arbitrary additive constant.

To develop a general iterative method for solving for the free-energy parameter differences, we first consider the simple case of just two neighboring histograms at inverse temperatures $\beta_{i}$ and $\beta_{i+1}$. Combining Eqs. (3) and (4), we find

$$
\begin{equation*}
e^{f_{i}}=\sum_{E} \frac{\left[g_{i}^{-1} H_{i}(E)+g_{i+1}^{-1} H_{i+1}(E)\right] \exp \left[-\beta_{i} E\right]}{N_{i} g_{i}^{-1} \exp \left[-\beta_{i} E-f_{i}\right]+N_{i+1} g_{i+1}^{-1} \exp \left[-\beta_{i+1} E-f_{i+1}\right]} \tag{7}
\end{equation*}
$$

which can be re-written as

$$
\begin{equation*}
1=\sum_{E} \frac{\left[g_{i}^{-1} H_{i}(E)+g_{i+1}^{-1} H_{i+1}(E)\right]}{N_{i} g_{i}^{-1}+N_{i+1} g_{i+1}^{-1} \exp \left[-\Delta \beta_{i} E-\Delta f_{i}\right]} \tag{8}
\end{equation*}
$$

where $\Delta \beta_{i}=\beta_{i+1}-\beta_{i}$ and $\Delta f_{i}=f_{i+1}-f_{i}$, as before. This equation was originally derived by Bennett [4] although he did not include the $g_{i}$ factors. We will refer to Eq. (8) and its variations as Bennett equations.

There is an essential asymmetry in this equation that turns out to be quite important. The origin of this asymmetry is that we could equally well exchange $i$ and $i+1$ to obtain

$$
\begin{equation*}
1=\sum_{E} \frac{\left[g_{i}^{-1} H_{i}(E)+g_{i+1}^{-1} H_{i+1}(E)\right]}{N_{i} g_{i}^{-1} \exp \left[\Delta \beta_{i} E+\Delta f_{i}\right]+N_{i+1} g_{i+1}^{-1}} \tag{9}
\end{equation*}
$$

While Eqs. (8) and (9) lead to the same solutions, the numerical behavior of the generalized Bennett equations derived below is different. A hint of why this might be so can be seen by considering the limit of $N_{i} \rightarrow 0$. Eq. (8) gives an estimate for $\Delta f_{i}$, while Eq. (9) reduces to an uninformative identity.

A numerical solution for $\Delta f_{i}$ can always be found for either Eq. (8) or Eq. (9). Using the false position method between upper and lower limits tends to be much more reliable than Newton-Raphson. It is also important to solve this equation and the equations given below to high accuracy, since errors can propagate.

If we include more simulations, we can still use Eq. (8) or Eq. (9) as a starting point, which we will call the Bennett approximation. It turns out to be very good, but we can improve on it by including more distant neighboring histograms systematically.

### 2.2.1. Combining the Bennett equation with the DI method

As stated before, the DI method is extremely efficient when converging the set of free energies of small systems. We have seen that giving accurate starting points for the DI method yields very good results, even for reasonable system sizes. In this respect, it has proven efficient to feed in the results of the Bennett approximation as a guess to the DI method. Convergence is exponentially fast, stable, and rather straightforward to implement.

### 2.3. Generalizing the Bennett equation to include more distant neighboring histograms

We can rewrite the basic WHAM Eqs. (3) and (4) to make the inclusion of $q$ neighboring histograms explicit, and then recast the result to emphasize the similarity with Bennett's equation (8). This will lead us to an efficient iterative solution for the full set of equations including all histograms.

Although Bennett's equation provides an estimate for each $\Delta f_{n}$ separately, without any influence from other free-energy differences, the inclusion of more distant neighbors means that the set of values $\left\{\Delta f_{n} \mid n=1, \ldots, R-1\right\}$ must be obtained iteratively.

Let us introduce the notation $\Delta f_{i}^{(n, q)}$ to refer to the $n$th level of iteration for a calculation that includes $q$ neighbors on each side of the original pair. For the lowest level, there are no extra neighbors, so $q=0$, and the solution of the Bennett equation does not require iteration, so $n=0$. The Bennett approximation is therefore denoted as $\Delta f_{i}^{(0,0)}$, and is given by the solution to Eq. (8).

We can rewrite Eqs. (3) and (4) for $f_{i}$ when $q$ neighbors are included in the calculation as

$$
\begin{equation*}
e^{f_{i}}=\sum_{E} \sum_{n=i-q}^{i+1+q} g_{n}^{-1} H_{n}(E) \exp \left[-\beta_{i} E\right] / z_{i}(E), \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{i}(E)=\sum_{m=i-q}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[-\beta_{m} E-f_{m}\right] \tag{11}
\end{equation*}
$$

To avoid cluttering up the notation, it is understood that the sum is to be truncated if either $i-q<1$ or $i+1+q>R$.
To recast these equations in a form similar to that of Eq. (8), divide both sides of Eq. (10) by the factor $e^{f_{i}}$ and write it as

$$
\begin{equation*}
1=\sum_{E} \frac{\sum_{n=i-q}^{i+1+q} g_{n}^{-1} H_{n}(E)}{z_{i}(E) \exp \left[\beta_{i} E+f_{i}\right]} . \tag{12}
\end{equation*}
$$

The denominator in Eq. (12) can be found by multiplying Eq. (11) by the factor $\exp \left[\beta_{i} E+f_{i}\right]$ and writing it as

$$
\begin{equation*}
z_{i}(E) \exp \left[\beta_{i} E+f_{i}\right]=\sum_{m=i-q}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E+f_{i}-f_{m}\right] \tag{13}
\end{equation*}
$$

Combining Eqs. (12) and (13), we find

$$
\begin{equation*}
1=\sum_{E} \frac{\sum_{n=i-q}^{i+1+q} g_{n}^{-1} H_{n}(E)}{\sum_{m=i-q}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E+f_{i}-f_{m}\right]} \tag{14}
\end{equation*}
$$

It will prove more convenient to write this as two equations:

$$
\begin{equation*}
1=\sum_{E} \frac{\sum_{n=i-q}^{i+1+q} g_{n}^{-1} H_{n}(E)}{\Omega_{i}(E)} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{i}(E)=\sum_{m=i-q}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E+f_{i}-f_{m}\right] \tag{16}
\end{equation*}
$$

With this notation, we can recast the Eqs. (15) and (16) in a convenient form that can be solved for $\Delta f_{i}^{\text {new }}$.
Fix all free-energy parameter differences with $m \neq i$ at their old values $\left\{\Delta f_{m}^{\text {old }} \mid m \neq i\right\}$. For $m<i, f_{i}-f_{m}=\sum_{k=m}^{i-1} \Delta f_{k}^{\text {old }}$, and for $m>i+1, f_{i+1}-f_{m}=-\sum_{k=i+1}^{m-1} \Delta f_{k}^{\text {old. }}$. For $m=i+1$, we have the parameter we wish to determine, $f_{i+1}-f_{i}=\Delta f_{i}^{\text {new }}$. Eq. (16) becomes

$$
\begin{align*}
\Omega_{i}(E)= & N_{i} g_{i}^{-1}+N_{i+1} g_{i+1}^{-1} \exp \left[-\Delta \beta_{i} E-\Delta f_{i}^{\text {new }}\right]+\sum_{m=i-q}^{i-1} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E+\sum_{k=m}^{i-1} \Delta f_{k}^{\text {old }}\right] \\
& +\sum_{m=i+2}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E-\Delta f_{i}^{\text {new }}-\sum_{k=i+1}^{m-1} \Delta f_{k}^{\text {old }}\right] \tag{17}
\end{align*}
$$

or

$$
\begin{align*}
\Omega_{i}(E)= & N_{i} g_{i}^{-1}+N_{i+1} g_{i+1}^{-1} \exp \left[-\Delta \beta_{i} E-\Delta f_{i}^{\text {new }}\right]+\sum_{m=i-q}^{i-1} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E+\sum_{k=m}^{i-1} \Delta f_{k}^{\text {old }}\right] \\
& +\exp \left[-\Delta f_{i}^{\text {new }}\right] \times \sum_{m=i+2}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i}-\beta_{m}\right) E-\sum_{k=i+1}^{m-1} \Delta f_{k}^{\text {old }}\right] \tag{18}
\end{align*}
$$

The pair of Eqs. (15) and (18) contains only a single unknown $\Delta f_{i}^{\text {new }}$, so it is easy to solve numerically. However, note that $\Delta f_{i}^{\text {new }}$ occurs in two places in (18).

The asymmetry that we saw in the Bennett equation also propagates when adding more neighbors. If we had started with the equation for $f_{i+1}$ instead of that for $f_{i}$, we would have found

$$
\begin{equation*}
1=\sum_{E} \frac{\sum_{n=i-q}^{i+1+q} g_{n}^{-1} H_{n}(E)}{\sum_{m i-q}^{i+1+q} N_{m} g_{m}^{-1} \exp \left[\left(\beta_{i+1}-\beta_{m}\right) E+f_{i+1}-f_{m}\right]} . \tag{19}
\end{equation*}
$$

The limits on the sum in the denominator are determined by the neighbors of the central pair, which doesn't change when we shift from $f_{i}$ to $f_{i+1}$. It is straightforward to rewrite Eqs. (15) and (16) for this new set of indices.

### 2.4. Solving the generalized Bennett equations with $q$ neighboring histograms

From (15) and (16), there are different ways one can initialize and converge a set of free energies. Here, we describe the two algorithms that were most efficient for our test case: the 2D Ising model.

### 2.4.1. Successive iteration over neighboring histograms (SINH)

The SINH algorithm is based on the decreasing weight of more distant histograms.
To solve the generalized equations, we start with the Bennett approximation in Eq. (8), which gives us the set $\left\{f_{n}^{(0,0)} \mid n=1, \ldots, R-1\right\}$, using only information from nearest-neighbor histograms ( $q=0$ ).

For the next step, we will combine the nearest neighbors on each side of each pair of histograms. This corresponds to $q=1$. Unlike the $q=0$ case, when $q \geqslant 1$ the set of equations must be iterated to find a fully consistent set of free-energy differences.

After obtaining a converged set of free-energy differences with $q=1$, we find a new set for $q=2$ neighbors, and so on until the sets for $q$ and $q+1$ neighbors agree. At this point we do not need to include more neighbors, since all overlapping histograms have been taken care of. This is an important point, as the number of relevant neighboring histograms is usually much smaller than the total number of simulations. The final converged set can then be substituted into the full set of equations as a check.

At each iteration, we will be going from an "old" set of free-energy differences, $\left\{\Delta f_{i}^{\text {old }}\right\}$, to a "new" set $\left\{\Delta f_{i}^{\text {new }}\right\}$. For the lowest level of iteration when the number of neighboring histograms is incremented from $q-1$ to $q,\left\{\Delta f_{i}^{\text {old }}\right\}=\left\{\Delta f_{i}^{\left(n_{c}, q-1\right)}\right\}$, where $n_{c}$ indicates the last (converged) iteration at level $q-1$, so that $\left\{\Delta f_{i}^{\left(n_{c}, q-1\right)}\right\}=\left\{\Delta f_{i}^{\left(n_{c}-1, q-1\right)}\right\}$. The new estimate for the free-energy difference is $\left\{\Delta f_{i}^{\text {new }}\right\}=\left\{\Delta f_{i}^{(0, q)}\right\}$. For subsequent iterations at the level $q,\left\{\Delta f_{i}^{\text {old }}\right\}=\left\{\Delta f_{i}^{(j, q)}\right\}$, and $\left\{\Delta f_{i}^{\text {new }}\right\}=\left\{\Delta f_{i}^{(j+1, q)}\right\}$.

### 2.4.2. Convergence by iteration over all neighbors (CIAN)

When histograms are close to each other, the SINH algorithm needs to converge over many levels of approximation $q$, until all overlapping histograms have been considered. The idea behind the CIAN algorithm is to give an accurate first guess on the free-energy differences, and then converge the whole set at once.

For the initialization procedure, better accuracy will be given by including as many overlapping neighbors as possible in Eqs. (15) and (18). One has to be careful though, stability is often an issue when solving these equations, they require good guesses on the set of unknowns. One way around this is the following: when computing $\Delta f_{i}$, include all histograms $H_{n}$ for all $n$ such that $n \leqslant i+1$. The first free-energy difference $\Delta f_{0}$ will only include its two constituents: $H_{0}$ and $H_{1}$. As one loops over the index $i$, more histograms will be included, all of them initialized using at least two histograms. This step is extremely fast since no iteration is involved. We have seen that errors on initial free energies propagate rapidly throughout this process, and may lead to unsolvable equations because of instability.

The second step is to sweep through the entire set of free-energy differences by using Eqs. (15) and (18), now including all neighbors. The advantage is that there is only one convergence run. The disadvantage is that the algorithm includes all neighbors, even non-overlapping ones, which might slow down convergence when including many simulations. To deal with
this problem, it might be useful to analyze histograms beforehand by looking at their overlap, and then setting an interaction matrix $M$. The matrix element $M_{i j}$ would determine whether histograms $i$ and $j$ overlap, and therefore if their pair should be considered when converging free-energy differences.

### 2.4.3. Technical details

As mentioned earlier, all equations were solved using the false position method. This algorithm requires two initial conditions. These are best estimated by coming back to the two-simulation case. We recall Eqs. (8) and (9) which are two equivalent ways of calculating the free-energy difference between two simulations. For each equation, there is a contribution coming from each simulation. The free-energy difference comes in the equation multiplied by a pre-factor belonging to one of the simulations. One can solve analytically a simplified (and therefore approximate) version of these equations by keeping terms that belong to this simulation only. The following equations can be written

$$
\begin{align*}
& \Delta f_{i}^{a} \simeq-\ln \sum_{E} \frac{H_{i+1}(E)}{N_{i+1} \exp \left(-\Delta \beta_{i} E\right)},  \tag{20}\\
& \Delta f_{i}^{b} \simeq \ln \sum_{E} \frac{H_{i}(E)}{N_{i} \exp \left(\Delta \beta_{i} E\right)}, \tag{21}
\end{align*}
$$

where the superscripts $a$ and $b$ refer to the different approximations. By this mean we take advantage of the asymmetry in the equations. Although the exact equations lead to identical results, the path used to solve for the unknown is different.

The tolerance required for the convergence of free-energy differences should be much weaker than the one used for solving the equations (a factor of $\sim 1000$ between the two has proven to be sufficient). We expect convergence to be rapid since the effective weights of the neighboring histogram should only have a small adjustment at each iteration. However, experience shows that iteration procedures do not always converge. We have found both limit cycles and even divergences. Averaging successive iterations was usually enough to overcome cyclic behaviors and instabilities.

### 2.5. Effect of overlap and efficiency of the algorithms

Out of the two algorithms proposed here, SINH seems to be the fastest and most stable algorithm regarding numerous tests we have done.

Fig. 1 shows the result of two simulations of a 2D Ising model at $L=32$ using the DI method. For the first case, we selected the temperatures of our simulations by taking a separation of $2.5 \sigma$ between histograms (see Section 3), starting at infinite temperature. The second test used three times as many simulations in the same range to study the effect of large overlap on the different algorithms.

It should be noted that although the absolute error of the free energies is plotted, the program was set as to converge the relative difference between successive sets of free energies.

The results of the 14 -temperature simulation using the SINH algorithm is shown on Fig. 2. The many curves show the different levels of approximation $q$. The reason why they seem to level off again is because we plot the absolute error. This seems reasonable as a fully converged set of free energies that do not include all relevant neighbors will contain an absolute error.

The main results of the 14 -and 40-temperature simulations for the DI, SINH, and CIAN algorithms are given in Table 1. For each simulation, the time necessary for convergence ( $\delta \leqslant 10^{-12}$ ) of the whole set of free energies is reported.


Fig. 2. Absolute error with respect to time for the set of free energies coming from the 14 -temperature simulation with the SINH algorithm. As the number of neighbors taken into account is increased (denoted by $q$ ), convergence improves.

Table 1
Time of convergence (in seconds) of the 14 -and 40-temperature simulations for different algorithms.

|  | DI | SINH | CIAN |
| :--- | :--- | :--- | :--- |
| 14 -Temperature simulation | 66 | 12 | 16 |
| $40-$ Temperature simulation | 440 | 180 | Failed |

When stacking up 40 simulations in the same energy interval as the optimal 14-temperature range, the DI algorithm was $\simeq 7$ times longer than before, which scales with the square of number of simulations added. The SINH algorithm was 15 times longer for the 40-temperature simulations compared to the 14-temperature case, though it was still more than twice as fast as the DI method. The reason why the SINH algorithm is becoming less advantageous is due to the high overlap between simulations. Moreover, the DI method is efficient at converging simulations that are close to each other. The CIAN algorithm was not able to successfully initialize all its free-energy differences in the 40-temperature case, owing to the large overlap between histograms. This is inherent to the initialization process of the free energies in the algorithm: only previous neighbors are considered, and stability becomes an issue when the overlap is important.

The efficiency of the equations proposed in this work strongly depend on the different number of histograms and their overlaps. Unlike the DI method which is very efficient for free energies that are close to each other, our algorithm relies on the overlap between neighboring histograms. The more overlap, the longer it will take to converge. This is actually good news, since less overlap means a larger parameter space span for fixed computer time. The following section explains how one should choose the optimal separation between neighboring simulations.

## 3. Optimized choice of simulation parameters

So far, we have addressed the question of how to optimize the solution of the WHAM equations for the free-energy parameters, $\left\{f_{i}\right\}$ from the histograms for a given set of computer simulations. However, since the ease of finding the free-energy parameters depends on how much overlap there is between histograms that are not nearest neighbors, we are naturally led to the question of what the optimal degree of overlap might be. For ease of solution of the equations for the free-energy parameters, we would like to have overlap only between nearest-neighbor histograms, but the primary criterion must remain the overall accuracy of the calculation.

At first sight, it might be thought that the final errors would be minimized by having a great deal of overlap to get more information about the free-energy parameters. This would suggest making the temperature differences between simulations as small as possible.

However, there is a compensating effect. To cover a given range of temperatures with a fixed amount of computer time, narrowing the spacing between histograms means that more simulations are needed. The simulations must be correspondingly shorter, and the statistical errors in each simulation corresponding larger.

The statistical errors in WHAM calculations for a given spacing between the simulations can be regarded as arising from two related sources. The first concerns the determination of the free-energy parameters $f_{i}=-\beta_{i} F\left(\beta_{i}\right)$ for each of the $R$ simulations. The second source of error concerns the error in the free-energy as a function of temperature given the free-energy parameters.

To investigate the dependence of these errors on the separation between simulations, we use the nearest-neighbor $(q=0)$ approximation. This is a good approximation when the overlap between more distant neighbors is not too large, which turns out to be the case for the optimal separation.

### 3.1. Error in the free-energy parameters

Since we are using the nearest-neighbor approximation to estimate the errors in WHAM calculations, we need only consider the original Bennett Eq. (8). To simplify the equations, we ignore the relatively unimportant $g_{n}$ factors. To further simplify the notation, we label the two simulations as 1 and 2 , rather than $i$ and $i+1$. This leaves us with

$$
\begin{equation*}
1=\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]} \tag{22}
\end{equation*}
$$

We begin by varying the values of the histograms and $\Delta f_{1}$ in Eq. (22),

$$
\begin{equation*}
0=\sum_{E} \frac{\delta H_{1}(E)+\delta H_{2}(E)}{N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]}+\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right] \delta \Delta f_{1}, \tag{23}
\end{equation*}
$$

and averaging over all possible simulation results.
Since separate simulations are statistically independent, we have $\left\langle\delta H_{1}(E) \delta H_{2}\left(E^{\prime}\right)\right\rangle=0$. We will also assume that the correlation time is zero, so that

$$
\begin{equation*}
\left\langle\delta H_{1}(E) \delta H_{1}\left(E^{\prime}\right)\right\rangle=\delta^{2} H_{1}(E) \delta\left(E, E^{\prime}\right) \tag{24}
\end{equation*}
$$

where $\delta\left(E, E^{\prime}\right)$ is the Kronecker delta function. This approximation should only affect the magnitude of the error and not its dependence on overlap.

Moving the second term in Eq. (23) to the left side of the equation, squaring, and averaging over all possible simulations, we find

$$
\begin{equation*}
\delta^{2} \Delta f_{1}\left[\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2} N_{2}^{2}=\sum_{E} \frac{\delta^{2} H_{1}(E)+\delta^{2} H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \tag{25}
\end{equation*}
$$

Again using the assumption of zero correlation time to insert $\delta^{2} H_{i}(E)=H_{i}(E)$ in Eq. (25), this becomes

$$
\begin{equation*}
\delta^{2} \Delta f_{1}\left[\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2} N_{2}^{2}=\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \tag{26}
\end{equation*}
$$

Solving for $\delta^{2} \Delta f_{1}$, we find

$$
\begin{equation*}
\delta^{2} \Delta f_{1}=N_{2}^{-2} \frac{\left[\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}}\right]}{\left[\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[N_{1}+N_{2} \exp \left[-\Delta \beta_{1} E-\Delta f_{1} 1\right]^{2}\right.} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \tag{27}
\end{equation*}
$$

This expression for the error simplifies if the simulations are the same length ( $N_{1}=N_{2}=N$ ), which should be sufficient for our purposes.

$$
\begin{equation*}
\delta^{2} \Delta f_{1}=\frac{\left[\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[1+\exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}}\right]}{\left[\sum_{E} \frac{H_{1}(E)+H_{2}(E)}{\left[1+\exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \exp \left[-\Delta \beta_{1} E-\Delta f_{1}\right]\right]^{2}} \tag{28}
\end{equation*}
$$

This expression also explicitly displays the expected dependence of the error on the length of the simulation.

### 3.1.1. Approximation of the histograms by two Gaussians

To evaluate the dependence of the error in the free-energy parameters in Eq. (28), consider the case in which the probability distributions at both $\beta_{1}$ and $\beta_{2}$ have the same Gaussian form, centered about $\pm s \sigma / 2$. To simplify the notation, we also define $x \equiv \Delta \beta E$.

$$
\begin{equation*}
H_{1}(x)=N\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left[-\frac{(x+s \sigma / 2)^{2}}{2 \sigma^{2}}\right] \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{2}(x)=N\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left[-\frac{(x-s \sigma / 2)^{2}}{2 \sigma^{2}}\right] \tag{30}
\end{equation*}
$$

By symmetry, the exact solution for the free-energy parameters are $f_{1}=f_{2}$, which gives $\Delta f_{1}=0$. Inserting this into Eq. (28) and changing the sums to integrals, we find

$$
\begin{equation*}
\delta^{2} \Delta f_{1}=\frac{\left(2 \pi \sigma^{2}\right)^{1 / 2}}{N} \frac{\left[\int d x \frac{\exp \left[-\frac{(x+s \sigma / 2)^{2}}{2}\right]+\exp \left[-\frac{(x-s \sigma / 2)^{2}}{2}\right]}{[1+\exp [-x]]^{2}}\right]}{\left[\int d x \frac{\exp \left[-\frac{(x+s \sigma / 2)^{2}}{2}\right]+\exp \left[-\frac{(x-s \sigma / 2)^{2}}{2}\right]}{[1+\exp [-x]]^{2}} \exp [-x]\right]^{2}}, \tag{31}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta^{2} \Delta f_{1}=\frac{\left(2 \pi \sigma^{2}\right)^{1 / 2}}{N} \frac{\left[\int d x \frac{\exp \left[-\frac{(x+s \sigma / 2)^{2}}{2}\right]+\exp \left[-\frac{\left.(x-s \sigma / 2)^{2}\right]}{2}\right]}{\left[1+\exp [-x]^{2}\right.}\right]}{\left[\int d x \frac{\exp \left[-\frac{\left.(x+s \sigma / 2)^{2}\right]}{2}\right]+\exp \left[-\frac{(x-s \sigma / 2)^{2}}{2}\right]}{[1+\exp [-x]]^{2}} \exp [-x]\right]^{2}} . \tag{32}
\end{equation*}
$$

This expression can then be evaluated numerically, which will be done later in Section 3.3.1. It is shown in Appendix A that the error for large separations grows exponentially.
3.2. Error in the free-energy as a function of temperature, given the free-energy parameters

The error in the partition function $Z$ can be estimated using the assumption that the errors in $W(E)$ are independent.

$$
\begin{equation*}
\delta^{2} Z=\sum_{E} \delta^{2} W(E) \exp [-2 \beta E] \tag{33}
\end{equation*}
$$

The standard relationship for the error in the density of states $W(E)$ for the multiple histogram method (WHAM) [2] is

$$
\begin{equation*}
\delta W(E)=W(E)\left[\sum_{i} H_{i}(E)\right]^{-1 / 2} \tag{34}
\end{equation*}
$$

Combining the equations, this gives us

$$
\begin{equation*}
\delta^{2} Z=\sum_{E} W(E)^{2} \exp [-2 \beta E]\left[\sum_{i} H_{i}(E)\right]^{-1} . \tag{35}
\end{equation*}
$$

From this we can see that the error in the free-energy $F$ is related to the error in $Z$ by

$$
\begin{equation*}
\delta F=-\beta^{-1} \delta Z / Z \tag{36}
\end{equation*}
$$

Eq. (35) then becomes

$$
\begin{equation*}
\delta^{2} F=Z^{-2} \sum_{E} W(E)^{2} \exp [-2 \beta E]\left[\sum_{i} H_{i}(E)\right]^{-1} \tag{37}
\end{equation*}
$$

### 3.2.1. Gaussian approximation for the error in the free-energy

Let us now approximate thermal distributions by Gaussians.

$$
\begin{equation*}
W(E) \exp [-\beta E] Z^{-1} \approx\left[2 \pi \sigma^{2}\right]^{-1 / 2} \exp \left[-\frac{\beta(E-\langle E\rangle)^{2}}{2 \sigma^{2}}\right] \tag{38}
\end{equation*}
$$

As Subsection 3.1, we will again ignore the variation of the width of the thermal distribution on temperature.
We are most interested in minimizing the maximum error in determining $F(\beta)$, given the free-energy parameters $\left\{f_{n}\right\}$. The maximum error will occur when the denominator in the sum is minimum, which is when $\langle E\rangle$ is located half way between the histograms on either side of it, or $\langle E\rangle=0$. The maximum error in the free-energy as a function of temperature can then be found by evaluating Eq. (37) for $\langle E\rangle=0$.

$$
\begin{equation*}
\delta^{2} F_{\max }=\beta^{-2}\left[2 \pi \sigma^{2}\right]^{-1} \sum_{E} \exp \left[-\frac{\beta E^{2}}{\sigma^{2}}\right]\left[\sum_{i} H_{i}(E)\right]^{-1} . \tag{39}
\end{equation*}
$$

As in Subsection 3.1, we denote the separation between the histograms by $\Delta E=s \sigma$. Inserting the approximations for the histograms in Eqs. (29) and (30), we find

$$
\begin{equation*}
\delta^{2} F_{\max }=N^{-1} \beta^{-2}\left[2 \pi \sigma^{2}\right]^{-1 / 2} \times \sum_{E} \exp \left[-\frac{\beta E^{2}}{\sigma^{2}}\right]\left[\exp \left[-\frac{(x+s \sigma / 2)^{2}}{2 \sigma^{2}}\right]+\exp \left[-\frac{(x-s \sigma / 2)^{2}}{2 \sigma^{2}}\right]\right]^{-1} \tag{40}
\end{equation*}
$$

The error calculated from Eq. (40) will clearly grow rapidly as $s$ increases, since the denominator in the sum has a minimum at $\beta E=0$ where the numerator has a maximum.

### 3.3. Total error

The error in the free-energy parameters is given as $\delta^{2} \Delta f_{1}$ in Eq. (32), and the maximum error in the free-energy, given the free-energy parameters, is $\delta^{2} F_{\max }$ in Eq. (40).

Finally, for a fixed total number of MC configurations $N_{\text {total }}$, the number $N$ devoted to each simulation must be reduced when the spacing between simulations is reduced and the number of simulations increases.

$$
\begin{equation*}
N=\frac{N_{\text {total }}}{M} \tag{41}
\end{equation*}
$$

Since $s$ is inversely proportional to $M-1$, when $M$ is large,

$$
\begin{equation*}
N=\frac{N_{\text {total }}}{M} \approx s N_{\text {total }} . \tag{42}
\end{equation*}
$$

The square of the total error must then be proportional to

$$
\begin{equation*}
\delta^{2} F_{\text {total }} \approx \beta^{-2} \frac{1}{s N_{\text {total }}}\left[\beta^{-2} \delta^{2} \Delta f_{1}+\delta^{2} F_{\max }\right] \tag{43}
\end{equation*}
$$

By minimizing this quantity with respect to $s$, we should be able to determine the optimum separation between histograms.


Fig. 3. Error in the free-energy parameters as a function of the relative distance between two histograms in units of $\sigma$, the width of the histogram (see Section 3.1.1). The inset shows the same plot at a finer scale, plus the five and ten percentile errors.

### 3.3.1. Numerical determination of the optimal separation between histograms

This result is shown on Fig. 3 where the error in the free-energy is plotted as a function of neighboring histograms distance. The minimum is located at $2.45 \sigma$, and the five and ten percentile errors are plotted as well. This graph disproves the common belief that close simulations will yield better results.

The advantage of using the optimized separation of $2.45 \sigma$ between neighboring simulations is twofold: first we need fewer simulations for a given parameter space, which implies better statistics on each of them for fixed amount of computer time. Second, such a separation between histograms will yield fast convergence of our optimized algorithm.

This optimized spacing of histograms needs special attention when coming close to a phase transition. The width of a histogram grows with the specific heat $\left(\sigma^{2} \propto C_{V} / \beta^{2}\right)$, which means that a single histogram will likely represent an important part of the energy spectrum close to the phase transition. However, this simulation is most likely to experience critical slow-ing-down and suffer from important correlation times. This will be taken into account when converging free energies by properly evaluating the terms $g_{n}$ in Eqs. (15) and (16).

The complete optimization of a set of simulations will depend on additional considerations. As we optimized the spacing between histograms based solely on free-energy convergence, it is unlikely that this will be identical for example with choices of temperatures that optimize parallel tempering [8]. Various optimization schemes have been proposed ranging from a constant acceptance probability of attempted swaps independent of temperature [9], to the minimization of round-trip times between the lowest and highest temperatures [10].

## 4. Summary

In this paper, we propose a new algorithm for solving the WHAM equations to estimate free energies out of a set of MC or MD simulations (see algorithm in Section 2.4.1). The algorithm uses free-energy differences, which provide a more natural way of approaching the problem. Fast convergence relies on histograms being far from each other (less overlap between histograms). We quantify this distance by providing an optimized choice of separation between histograms which minimizes the error made on the free energies. We showed for our test case - the 2D Ising model - that this separation favors the algorithm by successive iteration over neighboring histograms (SINH), based on overlap between histograms.

Even though the second part of this paper argues for a rather wide separation between histograms, there are various scenarios where the SINH algorithm is most likely a better candidate in terms of efficiency than the conventional DI method. It will turn out useful in the analysis of preexisting data, where histograms may not have been optimally spaced. Also, memory requirements can become important when the DI method is used on a large number of simulations because it relies on the complete data set of histograms in order to estimate each free-energy, rather than its relevant neighborhood.
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## Appendix A. Errors for large separations

For $s \sigma \gg 1$, we can approximate the factor $\exp [-x]$ for each Gaussian in Eq. (32) by $\exp [ \pm s \sigma]$. This gives us
leading to

$$
\begin{equation*}
\delta^{2} \Delta f_{1} \simeq \frac{1}{N} \frac{\left[[1+\exp [s \sigma]]^{-2}+[1+\exp [-s \sigma]]^{-2}\right]}{\left[[1+\exp [s \sigma]]^{-2} \exp [s \sigma]+[1+\exp [-s \sigma]]^{-2} \exp [-s \sigma]\right]^{2}} \tag{45}
\end{equation*}
$$

Again using $s \sigma \gg 1$, we can write

$$
\begin{equation*}
\delta^{2} \Delta f_{1} \simeq \frac{1}{N} \frac{[\exp [2 s \sigma]+1]}{[\exp [-s \sigma]+\exp [-s \sigma]]^{2}} \simeq \frac{1}{4 N} \exp [4 s \sigma] \tag{46}
\end{equation*}
$$

This is an exponentially large error.
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